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ABSTRACT

The measurement range of a coherent wind Doppler lidar (CWDL) along a laser beam is the maximum

distance from the lidar where wind speed data are accurately retrieved. It means that, at this distance, a

sufficient number of emitted laser photons are backscattered and received by the lidar. Understanding of the

propagation of the laser through the atmosphere, and particularly the backscattering and extinction processes

from aerosols, is therefore important to estimate the metrological performances of a CWDL instrument. The

range is directly related to specific instrument characteristics and atmospheric content, such as the aerosols

type, size, and density distributions. Associated with the measurement range is the notion of data availability,

which can be defined, at a given range and over a time period, as the percentage number of data retrieved

correctly by the CWDL over the total number of measurement attempts.

This paper proposes a new approach to predict the CWDL data availability and range of measurement

using both instrumental simulation and atmospheric observations of aerosol optical properties from weather

stations and simulations. This method is applied in several CWDL measurement campaigns during which

estimated data availabilities and ranges are compared with the observations. It is shown that it is fairly

possible to anticipate the data availability and the range coverage of CWDL technology at any site of interest

where atmospheric data are available. The method also offers an additional way to diagnose the operation of

the instrument and will help in the design of future instruments.

1. Introduction

For over 15 years, fiber-based lasers have been of-

fering an effective technology to the lidar community,

allowing new instruments to be designed at a lower price

using off-the-shelf electronic components. The use of

the double-clad fiber and the advances in semiconductor

pump diode sources have allowed rapid power scaling of

both pulsed and continuous fiber sources. The unique

capabilities of fiber sources and amplifiers, coupled with

significant commercial and academic progress in imple-

mentation, have driven fiber technology to enter active

remote sensing markets (Valla 2005; Koroshetz 2005).

The coherent wind Doppler lidar (CWDL) uses hetero-

dyne detection by mixing (i.e., interfering) the laser

light scattered from a remote target with a reference

local coherent laser oscillator. This technique offers

high sensitivity and provides detailed phase and fre-

quency information. Heterodyne detection outputs

an electrical radio frequency beat note, providing

information on the complex amplitude of the signal

field. The reflectivity is calculated from the signal

strength, the range is estimated from the time of flight,

and the speed is calculated from the frequency or

phase shift.

As a result of these technological and industrialization

advancements, coherent wind Doppler lidars are now-

adays being used on a regular basis in several research

domains and industrial markets. For example, CWDLs

are widely used in the wind energy industry for assessing

wind as a resource (Clifton et al. 2013) and for evaluating

the performance of wind turbine generators (Wagner

2010; Fleming et al. 2014). The success of these applica-

tions is largely dependent upon the data quality and

availability of the CWDL, as poormeasurement accuracy

and low data availability will bias the results because
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critical atmospheric features may be missed and thus

not be taken into account in the performed analysis.

CWDL data availability in the context of wind energy

applications has already been presented by Aitken

et al. (2012) and Davoust et al. (2014), in which the

influence of atmospheric parameters like aerosols,

temperature, and precipitation on the data availability

has been studied. In aviation weather CWDLs are used

to help aviation authorities in the design of optimal

distance separation between two consecutive aircrafts

at takeoff and landing as presented by Matayoshi and

Yoshikawa (2015), for which the availability of mea-

surements has a direct impact on the capacity of a

CWDL to realize this functionality. In the context of

operationalmeteorology, CWDLs are used to complement

a network of instrumentation in which data are assimilated

into weather forecast models (Illingworth et al. 2015). The

variation of the instruments’ data availability and the

maximum range of measurement drive the quality of

the forecast.

The data availability and the maximum measurement

range of a CWDL are then crucial parameters to eval-

uate the lidar capacity to meet the main purposes of its

application. Being able to predict CWDL data avail-

ability and the maximum range of measurement, accord-

ing to instrumental parameters and local atmospheric

conditions, will therefore allow for anticipating and

understanding the applicability of a lidar at a given site.

This paper describes a methodology to simulate and

estimate the CWDL data availability andmeasurement

range (section 2) and also provides validation results

against experimental field measurements and a detailed

assessment of the method uncertainties, as well as ex-

amples of application (section 3).

2. Simulation of CWDL data availability and
measurement range

a. Description of the method

The schematic diagram describing the methodology

developed for the simulation of CWDL data avail-

ability and measurement range is given in Fig. 1. The

criteria used for the acceptance or rejection of CWDL

measurements are based on the carrier-to-noise ratio

(CNR) value (representing the signal-to-noise ratio

for a modulated signal) and on the CNR threshold that

is set to accept or reject the lidar measurement (CNR

threshold calculation is described in section 2b). CNR

is given at a distance r from the lidar using the following

equation:

CNR(r) 5 F(r)b(r) exp22
Ð r

0
a(r 0)dr 0 . (1)

The instrumental function (F) is determined using an

instrumental model described in the next section. The

instrumental function is assumed constant in time. The

temporal fluctuations of the CNR values at each dis-

tance are due to variations of the aerosol extinction (a)

and backscatter (b) coefficients with time. The atmo-

spheric model that provides the variations of a and b

in any part of the world is described in section 2c.

Depending on the a and b values at a given time and

FIG. 1. Schematic diagram of themethod used to simulate the data availability andmeasurement

range of CWDL.
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range, the CNR value may or may not exceed the

CNR threshold.

Therefore, at each r the data availability over a given

time period is defined as the percentage of instanceswhen

the CNR value exceeds the CNR threshold. The mea-

surement range of the CWDL can be defined as the dis-

tance where the data availability falls below a certain

percentage level. In this study we consider the measure-

ment range for data availability levels of 80% (R80), 50%

(R50), and 10% (R10). An example of lidar data avail-

ability for the Palaiseau, France, site with aWINDCUBE

400S commercialized by the company Leosphere is given

in Fig. 2, where the corresponding measurement ranges

were observed at 9.2, 10.3, and 12.4km for data avail-

ability of 80%, 50%, and 10%, respectively.

b. Instrumental model

The instrumental model is used to compute the in-

strumental function and to determine the CNR thresh-

old of the CWDL.

The instrumental function (F) of the CWDL is based

on a propagation model of a Gaussian-focused beam

(Targ et al. 1991):

F(r)5
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�2
#21
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where h is Planck’s constant (6.6263 10234 J s21). In this

equation the impact of the refractive index effect is ne-

glected (this assumption is discussed in section 2d). The

beam truncation can also be neglected because the di-

mensions of the receiving optics are much larger than

the 1/e2 intensity beam radius as explained in Targ

et al. (1991).

The instrumental model allows for adapting the in-

strumental parameters to the CWDL configuration:

d Optical and detection parameters: optical/detection

efficiency (h), radius of curvature (F ), detection

bandwidth (BW)
d Laser parameters: emitted wavelength (l), 1/e2 in-

tensity radius of the Gaussian beam (v), laser-emitted

energy (E)

The instrumental model is also used to determine the

CNR threshold of the CWDL. This threshold depends

on the lidar parameters [laser wavelength, number of

fast Fourier transform (FFT) points, number of accu-

mulated pulses, and sampling frequency] and the false

alarm rate (FAR) associated with the measurement.

The FAR is defined as the probability that a noise peak

is detected as a valid Doppler peak in the spectra, and

thus leads to report a false wind speed measurement

as a valid measurement by the lidar. In this study, a

0.25% FAR was used. The theoretical CNR threshold

is derived using lidar spectrum generated with the in-

strumental model. The spectrum simulation is based on

the generation of a random covariance matrix as de-

scribed in Odell and Feiveson (1966). Table 1 com-

pares the measured and simulated CNR thresholds

for different lidar configurations: a WINDCUBE 200S

with a spatial resolution of 25, 50, and 100m, and a

WINDCUBE 400S with a spatial resolution of 100, 150,

and 200m (both instruments are based on the same

architecture but have different pulse energy). Simu-

lated and measured CNR thresholds are less than 1 dB

apart. This result provides good confidence in the

method of using simulated lidar spectra to determine

the CNR threshold.

FIG. 2. Example of lidar data availability and measurement range for data availability of

80%, 50%, and 10% with a WINDCUBE 400S (100-m spatial resolution and 1-s accumulation

time) at the Palaiseau site.
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c. Atmospheric model

For a given CWDL configuration, CNR values will

vary with time and space as a function of atmospheric

parameters a and b. Neither parameter is routinely

measured directly, but both can be indirectly estimated

from either horizontal visibility V (expressed in meters)

or aerosol optical depth (AOD) measurements.

Visibility measurements are widely used in meteorol-

ogy and are, for instance, available in aviation routine

weather reports (METARs; ICAO 2013). The model of

Kim and McArthur (2001) can be used to convert V into

ground-based a for a given l:

a(z
0
)52

ln(0. 02)

V

�
l

550 nm

�2a

, (3)

where a is the Ångström exponent (Ångström 1964)

reflecting the wavelength dependency of the extinc-

tion coefficient and dependence on atmospheric

scatterers:

a52
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�
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�
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l2

� . (4)

Another way to derive the extinction coefficient at

ground level is to use aerosol optical depth mea-

surements. AOD values are extrapolated at l with

the Ångström exponent computed between two

other wavelengths, and the extinction coefficient

profile is finally derived assuming a linear decreas-

ing distribution of the extinction coefficient through

the planetary boundary layer height (zPBL). AOD

measurements are available at several wavelengths

from the Aerosol Robotic Network (AERONET;

NASA GSFL 2006; Holben et al. 1998) sun photom-

eters or from Monitoring Atmospheric Composition

and Climate (MACC; ECMWF 2012) model outputs.

AERONET is composed of ;400 sun photometer sta-

tions distributed around the world. The MACC project

provides data records on atmospheric composition and

especially aerosol distribution around the world with a

spatial grid resolution of 0.1258. PBL heights are avail-

able in MACC outputs or can be derived from radio-

sounding profiles (e.g., Hennemuth and Lammert 2006).

The conversion of AOD into ground-level aerosol ex-

tinction could be checked using visibility measurement,

but it is not the purpose of this study. Nevertheless, the

impact of this conversion on the estimation of the lidar

data availability is discussed in section 3b.

The backscatter coefficient is directly linked to the

extinction coefficient by the extinction-to-backscatter

ratio or the so-called lidar ratio (LR). LR can be derived

from the single-scattering albedo (w0) and the back-

scattering phase function (Pp) provided by almucantar

scans of AERONET sun photometers (Cattrall et al.

2005):

b5
a

LR
withLR5

1

4p
w

0
P
p
. (5)

These measurements are realized at 870 and 1020nm,

and then are extrapolated to l using the same approach

as for AOD measurements.

Examples of LR and extinction coefficient probability

density functions (pdfs) derived from AERONET sun

photometer measurements are given in Fig. 3 for Paris,

France; Frankfurt, Germany; London,UnitedKingdom;

Nice, France; Seoul, South Korea; and Beijing, China.

The LR distributions are reasonably consistent between

the different sites and are centered around 30 sr. The

distribution for Nice shows LR values slightly lower

compared to other sites due to the presence of marine

aerosols. Extinction coefficient distributions are very

similar for continental western European sites but

higher values are observed for easternAsian sites (Seoul

and Beijing).

d. Limitations of the method

The method developed to simulate the measurement

range of CWDL has some limitations, which are discussed

in this section for further improvement of the method.

TABLE 1. Comparison of measured and simulated CNR thresholds for a 0.25% FAR.

CWDL system

Spatial

resolution (m)

Measured CNR

thresholds (dB)

Simulated CNR

thresholds (dB)

Error measured 2 simulated

CNR thresholds (dB)

WINDCUBE 200S 25 225.9 226.6 0.7

50 226.9 227.5 0.6

100 228.6 228.8 0.2

WINDCUBE 400S 100 230.3 230.4 0.1

150 228.4 228.7 0.3

200 231.3 231.1 20.2
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The instrumental model used is valid only when

the refractive index structure coefficient (Cn
2) is low

(,10214 m22/3). This assumption is justified by the

rapid decrease of Cn
2 with height (Lawson and Carrano

2006). Nevertheless, the impact of the refractive index

structure coefficient is taken into account in the un-

certainty discussion when considering a variability of 10%

in the output beam radius.

AOD, PBL, and LR data are given locally and are

assumed to be representative of the surroundings where

the lidar measurements are supposed to be made. Local

effects or emissions affecting the lidarmeasurement range

might not be captured in the MACC and AERONET

data.

MACC simulations and AERONET measurements

are not available in rainy or foggy conditions. These

atmospheric conditions are thus not taken into account

in the measurement range simulation.

LR and AOD data provided by AERONET sun

photometers are available only for daytime and clear-

sky conditions. The MACC atmospheric database has

the benefit of being available in both daytime and

nighttime and in cloudy conditions.

3. Results

a. Uncertainty analysis

The main source of uncertainty for the simulation of

the instrumental function is caused by the uncertainties

in getting the correct value of some of the instrumental

parameters. ‘‘Averaged,’’ ‘‘favorable,’’ and ‘‘unfavorable’’

FIG. 3. Examples of (top) lidar ratio and (bottom) extinction coefficient pdfs derived from

AERONET sun photometers at Paris, Frankfurt, London, Nice, Seoul, and Beijing.
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configurations of the lidar were simulated in which some of

the hardware parameters were modified, such as the laser-

emitted energy E (610%); the laser quality factor (ISO

2005), which is also known as the beam quality factor M2

(60.1); v (610%); the instrumental defocus (650mm);

and optical/detection efficiency (610%). These different

configurations are summarized in Table 2. The simulated

measurement range of data availability shows a variation of

measurement range of less than 1km between favorable

and unfavorable configurations (see top panel of Fig. 4).

It should be noted that the LR and AOD values must

be converted to the lidar wavelength. This conversion

introduces a relative small uncertainty in LR and AOD

values that is ignored in this analysis, as it is expected to

TABLE 2. Averaged, favorable, and unfavorable CWDL configurations used for the uncertainty analysis on instrumental parameters.

Instrumental parameters Averaged configuration Favorable configuration Unfavorable configuration

Laser-emitted energy Averaged value Averaged value 1 10% Averaged value 2 10%

Laser quality factor Averaged value Averaged value 2 0.1 Averaged value 1 0.1

1/e2 intensity radius of the Gaussian beam Averaged value Averaged value 1 10% Averaged value 2 10%

Instrumental defocus Averaged value Averaged value 1 50mm Averaged value 2 50mm

Optical/detection efficiency Averaged value Averaged value 1 10% Averaged value 2 10%

FIG. 4. Sensitivity of WINDCUBE 400S (200-m spatial resolution and 1-s accumulation

time) data availability with (top) instrumental and (bottom) atmospheric parameters under

Paris atmosphere.
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be small. The main source of uncertainty for the atmo-

spheric model is due to the conversion of AOD values

into extinction coefficient profiles. To evaluate the

sensitivity to the atmospheric model, we simulated the

data availability with different distribution models (lin-

ear, constant, and constant with an exponential decrease

in the residual layer) and considered an uncertainty of

20% in PBL height. Ground-level extinction and back-

scatter coefficient values are summarized for the dif-

ferent atmospheric models in Table 3. Despite the high

variation of extinction and backscatter coefficient (by a

factor of 4 between the different models), the sensitivity

to the atmospheric model and PBL height stays lower

than 1.5 km for a data availability of 80% (bottom panel

in Fig. 4).

b. Validation and extrapolation of the method

To validate the instrumental model, an experi-

ment was conducted with a WINDCUBE 200S CWDL.

Horizontal scans (constant laser beam elevation) were

performed in near-homogeneous atmospheric condi-

tions. In such conditions the backscattering can be as-

sumed constant, and the impact of the extinction can be

neglected in the first kilometers of measurement [fol-

lowing Eq. (1), typical AOD values of 0.12 lead to a

maximum CNR decrease of 1 dB up to a 4-km distance

at 1543-nm laser wavelength]. The CNR-measured

values can therefore be directly compared to the CNR

modeled from the instrumental function in order to

validate the model. Different focusing ranges are tested

(400, 660, 1000, and 1400m) and the results are com-

pared with the simulated instrumental functions in

Fig. 5. The instrumental function agrees well with the

measurements, which proves that the instrumental

model is able to reproduce the instrumental function in

the different focus range settings.

Three validation sites were used to compare the mea-

sured and the data-simulated availability distributions

TABLE 3.Mean extinction and backscatter coefficient values at ground level for different distributionmodels (linear, constant, semiexponential)

and different PBL heights (1000, 1250, and 1500m).

Distribution model PBL height (m)

Mean extinction coefficient at

ground level (m21)

Mean backscatter coefficient at

ground level (m21 sr21)

Linear 1000 10.2 3 1025 3.0 3 1026

1250 8.1 3 1025 2.4 3 1026

1500 6.8 3 1025 2.0 3 1026

Constant 1000 5.0 3 1025 1.5 3 1026

1250 4.0 3 1025 1.2 3 1026

1500 3.3 3 1025 1.0 3 1026

Semiexponential 1000 3.3 1025 1.0 3 1026

1250 2.8 3 1025 0.8 1 3 026

1500 2.5 3 1025 0.7 3 1026

FIG. 5. Comparison of measured and simulated instrumental functions for aWINDCUBE 200S

CWDL with a focusing range of 400, 660, 1000, and 1400m.
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FIG. 6. Measured (black) and data-simulated (gray) availability distributions based on the

available atmospheric data. (top to bottom) WINDCUBE 200S in Germany (1 month of data),

WINDCUBE 400S in Southeast Asia (3 months of data), and WINDCUBE 400S in France

(1 month of data).
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(see Fig. 6). Atmospheric conditions were derived from

AERONET measurement (for AOD and LR) and

MACC outputs for the PBL height. A globally good

agreement is observed with a maximum discrepancy of

1.5 km between the measurement and the simulation.

A root-mean-square error of 230m was observed for

the WINDCUBE 200S in Germany, 250m for the

WINDCUBE 400S in Southeast Asia, and 675m for the

WINDCUBE 400S in France. The general slope of

the data availability seems to be overestimated in the

simulation. This may be due to an underestimation of

the frequency of extreme atmospheric conditions from

the simulation (very high and very low visibilities) that is

probably due to local sources not captured byAERONET

sun photometers. Nevertheless, the results are found to

be consistent and within the uncertainty of the method

discussed in the previous section.

The data availability has been extrapolated over

3 years (1 January 2010–1 January 2013) using the

MACC dataset for different atmospheric conditions

and lidar configurations (see Fig. 7). The MACC

dataset has the advantage of being continuously avail-

able (in daytime and nighttime conditions) all over

the globe. The measurement range—for example, for

a data availability of 50% (R50)—shows a variability

of around 2 km among the different locations. The

most favorable sites from those considered in this

study are Frankfurt, the U.K. offshore site and Paris,

whereas the lowest data availabilities are observed for

London, Seoul, and Beijing. The data availability is

also highly dependent upon the CWDL configuration

(see bottom panel in Fig. 7). Under Paris atmo-

spheric conditions, the R50 value is close to 5 km for a

WINDCUBE 200S with a spatial resolution of 100m

FIG. 7. Extrapolation of CWDL data availability (top) at different locations and (bottom) for

various configurations.
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and a 1-s accumulation time, and close to 10.5 km for a

WINDCUBE 400S with a spatial resolution of 200m

and a 1-s accumulation time.

4. Conclusions

By modeling coherent wind Doppler lidar technology

and simulating the laser beam propagation equation

through the atmosphere, the estimation of the CWDL

data availability and the measurement range can be

derived. Despite the assumptions made on the aerosol

data and the associated uncertainties, the estimated

range compares well with themeasured range on the test

cases realized so far.

The methodology results in an estimation of the

CWDL range distribution at a given site, averaged over

several days or years. Shall one range result be given, it

may be the distance reached at least a certain percentage

of the time. For example, a 50% range (median range

R50) means this distance is reached in average half of

the time and not reached the other half. The 80% range

(R80) is the distance where a wind speed value is cor-

rectly provided by the CWDL for 80% of the time, and

we call it the maximum operational range. The 10%

range (R10) would be considered the maximum mea-

surement range obtainable.

Also, the availability of atmospheric data from weather

stations (airports, AERONET, models, etc.) over a large

part of the globe offers an interesting opportunity for

developing the range estimationmethodology further and

allows for understanding and anticipating the CWDL

range results prior and during the deployment of the in-

strument in the field.
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